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Abstract

Existing approaches to Implicit Neural Representation (INR)
can be interpreted as a global scene representation via a linear
combination of Fourier bases of different frequencies. How-
ever, such universal basis functions can limit the representa-
tion capability in local regions where a specific component is
unnecessary, resulting in unpleasant artifacts. To this end, we
introduce a learnable spatial mask that effectively dispatches
distinct Fourier bases into respective regions. This translates
into collaging Fourier patches, thus enabling an accurate rep-
resentation of complex signals. Comprehensive experiments
demonstrate the superior reconstruction quality of the pro-
posed approach over existing baselines across various INR
tasks, including image fitting, video representation, and 3D
shape representation. Our method outperforms all other base-
lines, improving the image fitting PSNR by over 3dB and 3D
reconstruction to 98.81 IoU and 0.0011 Chamfer Distance.

Introduction

Implicit Neural Representation (INR) has attracted in-
creased attention lately as an effective framework for en-
coding complex signals in diverse fields, encompassing im-
age fitting, 3D shape representation, and novel view synthe-
sis (Sitzmann et al. 2020; Saragadam et al. 2023; Milden-
hall et al. 2021). Using INR, discontinuous signals such as
images, videos, and 3D point clouds can be represented by
a lightweight neural network, which outputs corresponding
data values given the query coordinates. Hence, the neural
network transforms the original discontinuous data into a
continuous latent mapping function, which sheds new light
on several downstream tasks, for example, data compres-
sion, 3D shape reconstruction, and super-resolution (Sitz-
mann et al. 2020; Saragadam et al. 2023).

Albeit the success of INR, conventional methods usually
model the target signal through a linear combination of uni-
versal basis functions spanning various frequencies (Sitz-
mann et al. 2020; Tancik et al. 2020; Fathony et al. 2020),
which are usually waveform Fourier features. Consequently,
these methods inevitably introduce the same strength of each
basis feature to the whole space, even when the component
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Figure 1: (Left) traditional INR such as SIREN can be
viewed as a linear combination of Fourier features of differ-
ent frequencies, where the globally added Fourier features
are universally applied to the whole frame even for some re-
gions where these frequencies are unnecessary. (Right) The
proposed SCONE utilizes spatial masks for each Fourier
feature and collages the frequency patches to form a more
precise reconstruction.

is not necessary for certain regions. Even though such un-
necessary components can be counteracted by combining a
large number of different frequency bases, this strains the
network and limits its representability. As also pointed out
by (Dou et al. 2023), the global combination manner results
in larger model sizes and/or sub-optimal performance, espe-
cially for local regions where existing methods can introduce
undesirable artifacts and fuzzy details.

In view of such limitation, this paper presents a sim-
ple yet effective architecture, dubbed Spatially Collaged
cOordinate NEtworks (SCONE). In contrast to existing ap-
proaches employing a combination of global Fourier fea-
tures, SCONE incorporates learnable spatial masks to allo-
cate specific Fourier bases to their corresponding regions.
As illustrated in Fig. 1, SCONE learns a spatial mask
for each Fourier feature to avoid adding the wave com-
ponent in regions where it is unnecessary. Consequently,
SCONE distinguishes between the distinct tasks of learning
geometry-dependent masks and Fourier features, permitting
the Fourier features to be spatially and adaptively decoupled.
By adopting a different paradigm of spatial collaging in-
stead of global overlaying, the proposed technique facilitates
a more precise and granular representation of intricate sig-
nals through the efficient assembly of mask-cropped Fourier



patches. Additionally, it has been observed that SCONE con-
verges faster than baseline methods, suggesting the gradual
assembly of Fourier patches can provide better learning dy-
namics. In short, SCONE effectively overcomes the limita-
tions of existing global basis functions and offers superior
reconstruction quality across a wide spectrum of tasks.

To demonstrate the efficacy of SCONE, we extensively
evaluate SCONE on various INR tasks, including image
fitting, video representation, and 3D shape representation,
and compare its performance against existing baselines. The
experimental results consistently show the superiority of
SCONE in terms of reconstruction quality, overtaking its
competing counterparts. For image fitting, SCONE outper-
forms all baselines by a significant margin over 3dB PSNR.
It also achieves a new state-of-the-art (SOTA) performance
of 98.81% IoU and 0.0011 Chamfer Distance on 3D shape
representation. Our contributions are threefold:

e We identify the limitation in existing methods of globally
combining Fourier bases and propose SCONE to decou-
ple the bases spatially.

* SCONE is the first-ever coordinate network that explic-
itly collages patches of different frequencies.

e Comprehensive experiments are conducted to evaluate
SCONE on various tasks. Our method consistently sets
new SOTA on all tasks.

Related Work

Implicit Neural Representations (INRs), also known as
coordinate networks, can encode continuous signals in a
compact form using constant memory, depending only on
model capacity, regardless of the resolution of their dis-
crete representation (e.g., pixels or voxel grids). They take
low-dimensional coordinates as inputs and are trained to
learn the input-output mapping in an end-to-end fashion
via gradient-based optimization. INRs have been applied to
represent a wide variety of signals, including, but not lim-
ited to, images (Saragadam et al. 2023; Lindell et al. 2022;
Shekarforoush et al. 2022), occupancy networks (Chen and
Zhang 2019; Mescheder et al. 2019), signed distance func-
tions (Sitzmann, Zollhofer, and Wetzstein 2019; Park et al.
2019), as well as solving differential equations (Sitzmann
et al. 2020; Fathony et al. 2020).

INRs first gained attention in the field of novel view syn-
thesis (Mildenhall et al. 2021), which uses a multilayer per-
ceptron (MLP) to represent a 5D continuous radiance field
(viz. neural radiance field), which maps radiance directions
and spatial coordinates to view-dependent color and density.
The model is trained using 2D images from various views,
and a differential volume rendering equation is employed to
render the MLP output for novel views. Positional encoding
is utilized (Vaswani et al. 2017) to represent high-frequency
scene content effectively.

Following that, Ref. (Tancik et al. 2020) systematically
shows that the positional encoding adopted is one type
of Fourier-feature mapping that enables a coordinate-based
MLP to overcome its inductive spectral bias of failing in
learning high-frequency content. With the use of Neural
Tangent Kernel (NTK) (Jacot, Gabriel, and Hongler 2018)

theory, the authors show that Fourier feature mapping can
successfully transform the effective NTK of an MLP into
a stationary kernel with a tunable bandwidth, thus improv-
ing its capability of fitting natural signals such as images.
Apart from positional encoding, Gaussian Random Fourier
Features (RFFs) are also proposed, which leads to improved
reconstruction quality.

However, even when the coordinates are first transformed
by positional encoding via Fourier features, the use of
ReLLU MLPs, whose second derivative is zero, limits the
model’s ability to represent the derivatives of a target sig-
nal. This constraint has motivated the development of si-
nusoidal representation networks (SIREN) (Sitzmann et al.
2020). Specifically, SIREN replaces the ReLLU activation
with periodic sinusoidal nonlinearities, which can accurately
represent natural signals and their derivatives. In addition
to sine activations, Wavelet Implicit Neural Representation
(WIRE) (Saragadam et al. 2023) attempts to utilize a contin-
uous complex Gabor wavelet activation function that is op-
timally concentrated in space-frequency. This provides ap-
propriate inductive biases for representing images.

On the other hand, instead of stacking layers in a compos-
ite manner, multiplicative filter networks (MFNs) (Fathony
et al. 2020), a family of INRs with better interpretability, re-
peatedly apply linear functions of sinusoidal or Gabor fil-
ters to the input, which are then element-wise multiplied
together. The entire expression can be rewritten as a lin-
ear combination of an exponential number of sinusoidal
or Gabor wavelet bases. Two works have been developed
to extend the theoretical understanding and practicality of
MFNs. BACON (Lindell et al. 2022) is a variant of MFNs
that has band-limited properties, resulting in an analytical
Fourier spectrum. Whereas RMFN (Shekarforoush et al.
2022) introduces residual connections and a novel initializa-
tion scheme, allowing more control of the frequency spec-
trum at each stage of optimization and enabling coarse-to-
fine estimation.

By taking a step back, a recent work (Yiice et al. 2022)
attempts to provide an overarching explanation for the un-
derlying theory behind INRs, including SIREN and MFNs.
Results from harmonic analysis and NTK theory are uti-
lized to demonstrate that most INR families are analogous to
structured signal dictionaries. This structure enables INRs to
express signals with an exponentially increasing frequency
support using a number of parameters that grow linearly
with depth.

Two approaches closely related to our work are Gabor-
Net instantiation of MFN and WIRE. They enhance the lo-
cality of INRs by employing spatially compact wavelet fil-
ters to improve their ability to represent local regions. But
rather differently, our proposed SCONE accurately repre-
sents local structures without relying on the computationally
intensive wavelet transform (which may involve complex
number computations). We achieve this by collaging Fourier
patches with the help of positional-dependent masks. A
multi-channeled mask is applied to Fourier bases of vary-
ing frequencies in each stage, resulting in Fourier patches.
These patches are then mixed using a linear layer. The re-
sulting output is subsequently used as an input to generate
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Figure 2: An overview of SCONE architecture. The dashed arrow denotes that the initial hidden features z; are from the
coordinates x. o is the activation function with output range [0, 1]. Independent Fourier bases in each level are masked to form
Fourier patches that are then spatially collaged by the next linear layer. This enables the assignment of global bases to their
proper spatial positions, which are then reused in more than one region across the signal.

the mask for the next stage. The whole process can be inter-
preted as making a collage by assembling different textures,
as illustrated in Fig. 1. Unlike Gabor filters or wavelet ac-
tivations, where each wavelet waveform can only appear in
specific spatial locations, the adaptive mask in SCONE can
effectively dispatch global bases to multiple locations in the
signal.

Preliminary

An INR or a coordinate network is a method that uses a neu-
ral network to encode continuous signals. The network is
trained to learn the complex relationships between the co-
ordinates and their corresponding features, in order to accu-
rately encode the signal continuously. For example, an im-
age can be described by a function that maps each pixel’s co-
ordinates x = (z,) in R? to its corresponding RGB value
y = (r,9,b) in R®. With a single image datapoint as a col-
lection of coordinate and feature pairs d = {(xi,yi)}" 1,
the INR fits a neural network fp : R™ — R with parame-
ters 6 to the datapoint by minimizing the loss function:

d) = > |lfo(xi) = yill2 (D
=1

The conventional parameterization of an L-layer INR ex-
hibit a general form:
zg = (x)
Zgzé(Wng_l —‘rbg) , (=1,..,L—1 2)
zr, = Wrzr_1 +bg

where z, € RP¢ represents the post-activation latent fea-
ture, W, € RP¢*De-1 represents the weight matrix, and

b, € RP¢ represents the bias vector. v(x) denotes the in-
put mapping, also known as positional encoding, and 4(+)
represents the nonlinear activation function.

In particular, both Fourier feature networks (FFNs) (Tan-
cik et al. 2020) and SIREN (Sitzmann et al. 2020) mod-
els can be expressed in such unified form. FFNs utilize
Fourier feature mappings to lift the input coordinates into
frequency space, followed by MLPs with ReLU nonlinear-
ity. According to (Tancik et al. 2020), using Gaussian RFFs
7(x) = [cos(27Bx), sin(27Bx)]”, where B € R™*% is a
random matrix sampled from A(0,c?), yields the best re-
sults. On the other hand, SIREN can also be interpreted as
an MLP with sine nonlinearity and the first layer being a fea-
ture mapping with (x) = sin (wo(Wox + by)). Both 02 in
FFNs and w in SIREN are global hyperparameters control-
ling the signal frequency of the input mapping.

Spatially Collaged Coordinate Networks

This section elucidates SCONE. As described earlier,
SCONE can be interpreted as a spatial-aware combination of
Fourier bases with different frequencies. As shown in Fig. 2,
we iteratively generate spatial masks from previous-stage
latent features, which will be applied for collaging Fourier
Features with different frequencies. Finally, the SCONE out-
put is derived as a linear combination of the collaged RFFs.

Random Fourier Features Given the input coordinates x,

SCONE first normalizes the inputs into a range of [—1, 1]?

and transforms them into position encoding using RFFs:
ge(x;wy) = sin(we(Brx)) 3)

where By ~ U(—+/1/2,4/1/2) is a random matrix. This
results in L independent Fourier bases, one for each layer



controlled by the hyperparameter w, as depicted in the bot-
tom part of Fig. 2.

Spatial Mask During the mask generation process, the in-
put coordinates first pass through a linear mapping with a
scaling factor as described as zg = wo(Wyx). Similar to
SIREN, wy can be seen as a global parameter to control the
frequency of the mask-generating process.

Iteratively, SCONE generates spatial masks for collaging
RFF bases, thereby enabling various RFF combinations at
different regions of the image. Specifically, given last layer
latent feature z,_ 1, the mask generating process takes place
in following form:

My =0(Wy_1z¢ 1 +by_1))

4
2= Myogixiws) , =1, L—1 @

where o is an activation function and o denotes element-
wise multiplication and the weight matrix W, € RP¢*Pe-1
is initialized using the same initialization scheme as SIREN.

By applying a corresponding spatial mask on each RFF,
the frequency will only be added to certain region of the
image instead of globally as in SIREN (Sitzmann et al.
2020). Moreover, different from existing methods such as
WIRE (Saragadam et al. 2023), instead of manipulating the
activation function to shrink the RFFs into a closed region,
our method allows one RFF to be used at multiple regions
with irregular or complex shapes. Without extra supervision
signal, SCONE learns to generate spatial masks aligning
with the target image distribution in a highly interpretable
manner. We visualize the generated masks in the upper part
of Fig. 2. We also provide a visualization of hidden layers’
activations in SCONE, as well as those of other models in
the later Section for comparison.

In practice, the proposed model progressively learns sim-
ple to complex spatial masks. Taking advantage of the in-
creasingly elaborate spatial masks, albeit using the same
number of RFFs, it is observed that outputs from each iter-
ation appear to contain recognizable shapes in deep layers.
In the end, a fully connected layer generates the final out-
put image as a linear combination of the last set of collaged
Fourier bases.

Experiments

In this section, we evaluate our SCONE for various tasks of
image fitting, video representation, and 3D shape represen-
tation. Our method is proven to surpass all the other baseline
methods by a large margin. We also visualize the layer acti-
vations for interpretability.

Implementation Details

All models are trained for 10k iterations on Nvidia RTX
3090 GPUs, each equipped with a 24GB memory buffer. The
training process utilizes the Adam optimizer (Kingma and
Ba 2014), with the parameters 5; = 0.9 and 52 = 0.999,
and employs the Mean Squared Error (MSE) loss without
weight decay. Additionally, a cosine learning rate scheduler
is applied, with a minimum learning rate of le — 6. We
evaluate SCONE against several baselines, including ReLU

MLP with Gaussian RFF encoding (Tancik et al. 2020),
SIREN (Sitzmann et al. 2020), GaborNet instantiation of
MEN (Fathony et al. 2020), and WIRE (Saragadam et al.
2023). The implementation of all codes is carried out using
the PyTorch (Paszke et al. 2019) framework, and the base-
lines are based on official codes released by authors of the
resgective models. For the below experiments, we choose
sin“ as the activation function ¢ due to its desirable output
range of [0, 1] for generating soft masks and periodic prop-
erty. In a later section, we conduct a thorough analysis of the
impact of different activation functions, which demonstrates
that SCONE is robust to the choice of activation function,
not limited to sin®. The excellent performance of SCONE
can be attributed to the design of collaging Fourier features.
Please refer to the ablation study for more details.

Image Fitting

The image representation task is performed on selected im-
ages from the Kodak dataset (Eastman Kodak Company
1999), in which each image has a resolution of 512 x 768
or 768 x 512. Two widely adopted metrics, namely Peak
Signal-to-Noise Ratio (PSNR) and structural similarity in-
dex (SSIM) (Wang et al. 2004), are used as evaluation met-
rics. To align the model sizes, all models have 256 hidden
units in each layer, except for SCONE and WIRE, which has
250 and 360 hidden units, respectively. We find that naively
increasing the number of layers in WIRE leads to inferior
performance. To fix the number of parameters to around
200k, both SIREN and SCONE have 5 layers, while the
others have 4. We conduct hyperparameter sweeps for each
model to select the best hyperparameters and initial learn-
ing rate. Fig. 3 demonstrates that SCONE outperforms all
baselines by a significant margin (> 3dB). The ReLU MLP
with Gaussian RFF exhibits high-frequency noise on rela-
tively flat surfaces. MFN displays severe ringing artifacts
around the edges. WIRE struggles with learning color, re-
sulting in poor saturation (as seen in the grass). Both SIREN
and SCONE achieve good reconstruction, with SCONE pro-
ducing sharper and finer textures (as seen in the house next
to the tower). We also compare the convergence speed of
SCONE with other baselines in Fig. 4. It can be seen that
MEFN has a fast initial convergence speed but quickly be-
comes flat, failing to learn high-quality representations. In
our setting with 200k parameters, SIREN performs fairly
well and outperforms all other baselines, including WIRE.
This has also been pointed out by WIRE (Saragadam et al.
2023), which states that SIREN catches up in terms of recon-
struction quality when scaling up, making it a strong base-
line to beat. Our approach, SCONE, not only converges the
fastest but also achieves the highest final PSNR.

Video Representation

We further extend our approach from image fitting to video
representation tasks. In this case, the input coordinates are
now in [—1,1]3, including an additional temporal domain.
All models have the same number of layers and hidden
units as in the image-fitting task described above. Following
(Sitzmann et al. 2020), the video' is first downsampled to
512 x 512 with 300 RGB frames. In each iteration, a batch
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Figure 3: The result on image representation task. Kodak19 is selected for comparison.
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Figure 4: PSNR vs. Training Iterations: The plot depicts the
PSNR against the training iterations for the image fitting
task (Kodak09). With the aid of geometry-dependent spatial
masks, SCONE converges at a much faster rate and achieves
the highest reconstruction accuracy.

of 262144 random data points is sampled. The mean and
standard deviation of PSNR and SSIM across all frames are
reported. Table 1 clearly demonstrates that SCONE can be
extended to more complex signals, such as video, where data
lies in the spatial-temporal domain, achieving the most ac-
curate reconstruction in terms of PSNR and SSIM.

3D Shape Representation

For the 3D shape representation task, we use the Stanford
3D scan dataset 2. The dataset contains point clouds with
normals of different 3D objects. Following (Lindell et al.
2022), for each step during training, we extract a batch of
points from the original point cloud and add a random noise,
which consists of two different levels of perturbation, fol-
lowing Laplace distribution with scales of le-1 and le-3,
respectively. The normals for these perturbed points are ap-

"https://www.pexels.com/video/the-full-facial-features-of-a-
pet-cat-3040808
*http://graphics.stanford.edu/data/3Dscanrep/

Method #Params (K)  PSNR(dB) SSIM

Gaussian RFF 198.1 21.74+0.71  0.35%0.02
SIREN 199.1 26.92 +0.87 0.70 £ 0.02
MEN 206.3 24.02+0.73  0.49 & 0.02
WIRE 196.1 26.90 £0.78  0.67 +0.02

SCONE (ours) 194.0 27.41 £0.83 0.70 = 0.01

Table 1: Results on video representation task. The mean
=+ standard deviation across all frames is reported. SCONE
achieves the best performance in terms of PSNR. It ties with
SIREN in SSIM, but with smaller variance across frames.

proximated by taking the average of normals of the nearest
three points in the original point cloud. After that, we use the
approximated normals to calculate the signed distance to the
surface as SDF (signed distance function) labels. MSE loss
is used as supervision criteria. To ensure a fair comparison,
we adjust SCONE and all the other baseline methods to have
similar model sizes of around 400K parameters. Specifically,
we use 8 layers for SCONE and empirically initialize the
RFF with w being [70, 70, 60, 50, 40, 40, 30, 30]. We train
all the methods with the learning rate following their orig-
inal implementations, and for 10K steps. Except for Gaus-
sian RFF (Tancik et al. 2020) and WIRE (Saragadam et al.
2023), which are slower to converge, we train them for 20K
steps. For evaluation, we uniformly sample 512 x 512 x 512
points in the cube [—0.5,0.5]3. The networks then predict
the signed distance for these points, outputting a tensor of
shape 512 x 512 x 512, each element denotes the signed
distance to the 3D shape plane.

IoU and Chamfer Distance (CD) metrics are leveraged
to quantify the reconstruction results. To compute the IoU
scores, we transform the output tensor into an occupancy
grid by setting the voxel value to O if the corresponding SDF
value > 0 (i.e., outside the 3D shape), and 1 if SDF < 0
(i.e., inside the 3D shape). IoU is then computed between
the ground truth and the predicted occupancy grids. For CD,
we use the Trimesh library (Dawson-Haggerty et al. 2019)
to convert the SDF tensor into a 3D mesh and take all the
vertices from a mesh as a point cloud for calculating CD.
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Figure 5: 3D shape reconstruction results. All the methods listed are adjusted to have similar model sizes of 400K parameters.
All models are trained for 10K steps, except for Gaussian RFF and WIRE cannot converge until 20K steps. SCONE captures
more details than other baseline methods, benefiting from collaged Fourier features’ design. Best viewed with zoom-in.

Qualitative results are shown in Fig. 5. As can be ob-
served, our method captures details much better than the
other baseline methods, yielding a 98.81% IoU and 0.0011
CD, 0.98% and 63% higher than the second best. This ob-
servation validates our motivation to use collaged Fourier
features to improve the model’s expressiveness and ability
to represent local details. Nonetheless, it is worth stressing
the baselines’ results are slightly different from the values
reported in previous studies because we aligned all the meth-
ods under the same experiment settings of (1) model sizes of
400K and training step of 10K for fairness, (2) random sam-
pling points for training, (3) IoU and CD calculating method.
The only two exceptions are WIRE (Saragadam et al. 2023),
and Gaussian RFF (Tancik et al. 2020), who cannot con-
verge and learn any shape within 10K steps. Therefore, for
these two methods, we train them for a long period of 20K
steps. However, even being trained with double iterations,
the IoU and CD results are still relatively low compared to
other methods.

SCONE Layer Visualization

Following WIRE (Saragadam et al. 2023), we visualize the
layer activations of INRs being trained on the Siemens star
test image for 10k iterations, which contain all spatial fre-
quencies and orientations. We compare SCONE with WIRE
and GaborNet MFN to highlight their differences in achiev-
ing space-frequency locality. Here, each model has 4 hidden
layers with a dimension size of 64. The PSNR of SCONE,
WIRE, and MFEN are 38.47dB, 34.10dB, and 28.26dB, re-
spectively. Fig. 6 visualizes the outputs of each hidden layer
of the respective models. It is apparent that WIRE and MFN,

=
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Figure 6: Visualization of activations from hidden layers.
The Siemens star test image is used to highlight the mech-
anisms that differentiate SCONE from other INRs with
wavelet filters or nonlinearities. Each layer consists of 64
units arranged in an 8 x 8 grid, with output of each unit hav-
ing the same size as the input image (256 x 256). For WIRE,
only the real parts of the activation outputs are shown.

both utilizing Gabor wavelets, produce sparse activations
that are compact in space. In contrast, each base of SCONE



is global in nature, spatially spanning the entire channel. The
spatial mask then dynamically assigns Fourier bases to the
appropriate spatial locations based on the geometric struc-
ture of the image. This leads to potentially higher utilization
of the channels.
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Figure 7: Ablation studies for activation function o on the
Kodak dataset. Image samples are sorted by difficulty (aver-
age PSNR) for better visualization. All variants of SCONE
yield similarly high PSNR and outperform the baselines.

Ablation Study

In this section, we conduct ablation studies with the image
fitting task using the Kodak dataset to address two questions:
(1) Does the performance gain truly come from spatially
collaging Fourier bases? (2) Is SCONE robust to different
choices of activation functions?

Comparison with Random Binary Mask

To justify the effectiveness of our design choice, we compare
our method to the baseline that uses randomly generated bi-
nary masks instead of learnable soft masks in SCONE. The
baseline method can be formulated as:

zp = MyoWy_12p_1 0 go(x;wy)

where o denotes element-wise multiplication, M, &
{0,1} P HxW g the random binary mask (RBM) for the
{-th layer, D is the channel dimension, and H and W are
the spatial sizes of the image. RBMs are randomly initial-
ized for each layer and fixed during training.

As shown in Fig. 7, the RBM method has much lower
PSNR scores compared to SCONE and SIREN, which justi-
fies that SCONE’s improvement in performance indeed orig-
inates from collaging Fourier bases with learnable spatial
masks.

Effect of the Choice of Activation Functions

In this section, we explore the effects of different activation
functions on SCONE for generating spatial masks. As men-
tioned above, a soft mask with values ranging from O to 1
is expected. Several activation functions, such as sigmoid,
exp(—x?) and sin? satisfies this property. For other activa-
tion functions such as sin, cos, tanh, whose outputs are in
finite range, we normalize the output to [0, 1] by min-max
normalization (e.g., 2 tanh(:) + 0.5).

Fig. 7 compares the performances of different activation
function choices on the Kodak dataset. The prefix ‘N-’ de-
notes min-max normalization, and the *-L’ postfix indicates
that the input is multiplied by a trainable scaler before apply-
ing the activation function, allowing for an adjustable input
scale. The x-axis in Fig. 7 represents the data samples sorted
by their average PSNR score over all methods, from easy to
difficult, for better visualization.

It is evident in Fig. 7 that SCONE is not limited to spe-
cific activation functions, but is robust to different activation
choices. SCONE with all activation choices yields signifi-
cantly higher PSNR scores than the baseline SIREN. Addi-
tionally, the differences between various activation choices
of SCONE are also small. In contrast, SIREN and RBM ex-
hibit a lot of fluctuation from sample to sample, while the
SCONE family shows a more consistent performance across
simple and difficult images. Furthermore, the learnable ac-
tivations (indicated by the ‘-L’ postfix) can bring small
improvements to some activation functions (e.g., sigmoid,
tanh), although these improvements are not substantial.

In the above experiment section, we select sin? due to its
favorable features: (i) output range being [0, 1] acting as a
soft mask; (ii) periodic function with smooth and contin-
uous gradient, which is intuitively connected with Fourier
features. However, it is important to note that our SCONE is
not limited to sin? and is highly robust to different choices of
activation functions. In fact, for SCONE, all activation func-
tions, including sin?, yield similarly good results and signif-
icantly outperform the baseline methods. These results vali-
date our motivation for collaging Fourier bases and demon-
strate that SCONE exhibits good generality and robustness
across different activation choices.

Conclusion

This paper presents Spatially Collaged Coordinate Networks
(SCONE) as a novel solution to overcome the shortcomings
of existing INRs whose universal basis functions can lead
to subpar performance and undesirable artifacts. In contrast,
SCONE exploits learnable spatial masks to assign particu-
lar Fourier bases to their respective regions, thus enabling
a more accurate representation of complicated signals. In-
depth analyses of SCONE’s performance on various INR
tasks, such as image fitting, video representation and 3D
shape representation, demonstrate excellent reconstruction
quality. Specifically, SCONE achieves over 3dB PSNR im-
provement in image fitting and establishes new SOTA per-
formance in 3D shape representation for general INRs with
99% IoU and 0.0011 Chamfer Distance, surpassing all com-
peting methods by a large margin.
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